
Figure 2. ModTr: Adapts the zero-shot RGB model in the input level.
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✓ We propose a novel approach: ModTr, which adapts RGB object 
detectors for IR modality without changing their parameters.

✓ It preserves the full knowledge of the detector, allowing the translation 
network to act as a node that changes the modality for an unaltered 
detector.

✓ Our technique demonstrated good detection performance on different 
traditional IR benchmarks.

Introduction

Conclusion

https://arxiv.org/abs/2404.01492 https://github.com/heitorrapela/ModTr

Quantitative Analysis

Our work investigates modality translation for Object Detection.

● On the web, there are many pre-trained RGB detectors.

● Our model adapts from zero-shot RGB detectors to IR modality.

● It does not modify the original detector weights.

Table 2. AP performance benchmark for different detection fine-tuning strategies.

Table 3. Detection performance (AP) of knowledge-preserving techniques.

Table 1.  IR detection AP performance with different image translation methods.

Figure 1. IR and RGB images (LLVIP dataset).

Qualitative Results

Figure 5. Bounding box predictions over different adaptations of the Faster R-CNN for IR images.

ModTr Adapting Without Forgetting

Hard Cases

● We fuse the 
translated modality 
with the input.

● We calculate the 
gradient with the 
detection output.

● We update translator 
parameters with 
respect to the 
detection loss.

Figure 4. Performance of ModTr with and without FT for FLIR dataset.

Figure 6. Illustration of a sequence of 8 images of a) LLVIP and b) FLIR for Faster R-CNN.

a) LLVIP

b) FLIR

Figure 3. a) N-Detectors and b) 1-Detector models.
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